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Abstract

In most current APS (Advanced Planning and Scheduling) systems the planning and
scheduling tasks are handled separately using different methods and technology from the
areas like Artificial Intelligence and Operations Research. Recently, Constraint Programming
becomes a roof over several solving technologies that allow us to solve both planning and
scheduling tasks within single declarative framework.

In the paper, we suggest mixing planning and scheduling tasks within single system that
is capable to solve more complicated scheduling problems in complex process environments.
We analyse different views of planning and scheduling, identify the similarities and the
differences of both tasks and we propose a general structure of scheduler with some planning
capabilities. In the second part of the paper, we compare various modelling approaches from
the mixed planning and scheduling point of view. We concentrate on capabilities of the
models to capture typical problems in complex process environments primarily but the
conclusions are applicable to other (non-process) problem areas. The presented results make
the basics of a generic scheduling engine that is currently implemented within the VisOpt
project.

1 Introduction

Planning and scheduling attract a high attention of computer science community because of
their real-life applicability and challenging complexity. However, despite of their similar
character, planning and scheduling problems are usually handled independently using
different methods and technologies.

Roughly speakingplanning deals with finding plans to achieve some goal. More
precisely, a planning task is defined as finding a sequence of actions that will transfer the
initial world into one in which the goal description is true (Pool et all, 1998). Naturally, the
possible sequences of actions are restricted by constraints describing the limitations of the
world.

Opposite to planningschedulingdeals with the exact allocation of resources to
activities over time, i.e., finding a resource that will process the activity and finding the time
of processing (Brusoni et all, 1996). Again, the scheduler must respect several constraints like
the precedence, duration, capacity and incompatibility constraints.

In the industry, the border between planning and scheduling tasks is moved to a
different level and it becomes a little bit fuzzy. Also, the main difference between traditional
planning and scheduling, i.e., the generation of activities in planning vs. assigning of activities
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to resources and time in scheduling, is suppressed here. Both industrial planning and
scheduling deal with the task of finding a sequence of activities to achieve some goal and
assigning these activities to resources. The main difference is in the resolution of the resulting
plan or schedule. While the industrial planning deals with the task of finding “rough” plans
for longer period of time where activities are assigned to departments etc., the industrial
scheduling deals with the task of finding detail schedules for individual machines for shorter
period of time. From this point of view, scheduling can be seen as a high-resolution short-
term planning. The similarity of industrial planning and scheduling brings us to the idea of
using a mixed approach that can be applied to both areas.

While Operations Research (OR) has a long tradition in studying scheduling problems
and many successful methods to deal with the problem were developed there, the planning
problems are usually solved using Artificial Intelligence (Al) technology. Recently,
Constraint Programming (CP) attracts high interest among scheduling community because of
its potential for declarative description of problems with complicated real-life constraints.
Also, the potential of CP becomes uncovered in solving the planning problems as well.
Moreover, CP can exploit the checked methods from OR and Al to improve the efficiency of
constraint systems using global constraints and more advanced search techniques.

Constraint programmingBartak, 1997) is based on the idea of describing the problem
declaratively by means of constraints, logical relations among several unknowns (or
variables). After stating the constraints, the solution, i.e., an assignment of a value to each
unknown from respective domain, is being found in such a way that all the constraints are
satisfied. It is possible to state constraints over various domains, however, currently probably
more than 95% of all constraint applications deal with finite domains (Tsang, 1995). And
among them, the scheduling problems are the most successful application area (Wallace,
1994).

In the paper we propose to mix both planning and scheduling tasks into single system
using the CP framework. In particular, we suggest extending the traditional scheduler, i.e., the
allocation of activities to available resources over time, by planning capabilities, i.e., by run-
time generation of activities. Some features of complex process environments, where the
activities are not known in advance and their appearance depends on allocation of other
activities, take advantage of such mixed approach. We give a list of typical features of
complex process environments in Section 2 of the paper where the problem area is specified.
In Section 3, we compare planning and scheduling tasks in deep and we propose how to
extend the traditional scheduler by planning capabilities. Section 4 is dedicated to description
and comparison of several modelling approaches to scheduling problems. We study the
capabilities of the models to capture problems in complex process environment and we give
an overview of conditions when the particular model can be applied successfully. The paper is
concluded with some final remarks describing our first experience with implementation of the
proposed methods in the VisOpt project of generic scheduling engine for complex process
environments (Bartak, 1999a).

2 Problem Area

The problem area that we deal with can be characterised as a complex process environment
where a lot of complicated real-life constraints bind the problem variables. Typical examples
of such environments can be found in plastic, petrochemical, chemical, pharmaceutical and
food industries. One of the goals of the VisOpt planning and scheduling project (Bartak,
1999a) is to develop a generic scheduling engine that can be customised easily for particular
environment via the description of resources, initial situation and required future situations.



The problem domain can be described as a heterogeneous environmeseweitl
resourcesnterfering with each other. Currently we are working with producers, movers and
stores, later other resources like workers and tools will be added. The task is to generate (to
plan) activities necessary to satisfy custom orders (and other marketing requirements) and to
allocate (to schedule) the activities to resources over time.

There exist alternative resources for processing the activity and some resources can
handle several activities at a time (this is called batch processing). In case of batch processing,
compatibility and capacity constraints restricting which products and in what quantities can be
processed, i.e., produced, moved or stored together, must be considered. Also the order of
activities processed by the resource is not arbitrary but the currently processed activity
influences what activities can follow. Consequently, we must followtrtrgsition patterns
and assume theet-up timedetween the activities as well. The processing time is usually
variable and there is definedvarking timewhen the activities can be processed in resources.

Alternative processing routes, alternative production formuwdasl alternative raw
materialsare other typical features of above mentioned industry areas. In addition to the core
products it is possible to produce ttwe-products typically during set-ups. The by-products
should be used as a raw material in further production and there is a push to use them this way
because they will fill-up the available storing capacity otherwise. Consequently we must
schedule processing of by-products. During production of the core productegmneducts
may appear. The co-products can be used to satisfy other orders, they can be sold as an
alternative to the ordered item or they can be processed further as a raw material. Again,
processing of co-products must be scheduled as well because of limited capacity of
warehouses where all the products are stored. Last but not least there is a possibility of
cycling i.e., processing the item for several times for example to change features of the item
or just to clean up the store, amdcycling i.e., using of by-products and co-products as a raw
material. See Figure 1 for example of complex process environment with cycling/re-cycling.

Typically, the production in complex process environments is not driven by the custom
orders only but it is necessary to schedule the production for store according to the factory
patterns and the forecast. It means that the scheduler should handle some planning tasks too.
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Figure 1 (example of complex process environment)

Typically, in a scheduling project the users deal with finding no arbitrary schedule but an
optimal schedule. Usually a makespan is used as the objective function (Caseau, Laburthe,
1994, 1996, 1997). The idea of minimising the makespan, i.e., the maximum completion time
of the activities, follows the assumption that shorter production time implies lower cost and
lower cost implies higher profit. However, this is not necessarily true in many complex
process environments where expensive set-ups must be considered. Also, makespan may be
used if all the activities are known in advance, but, again, this is not a case in many complex
process environments due to set-ups and production for store. Therefore in the VisOpt project
the task is to schedule the most profitable production for fixed period of time (more precisely,
we are looking for a schedule with good profit). The profit is measured here by the overall
production cost and by the price for selling the products delivered according to the custom
orders. We do not describe the cost handling in detail in the paper; it will be a subject of next
paper.



The solved problem hardly fits into any category of typical scheduling problems as used
by OR because of many complex constraints that make it hard to be tackled by pure OR
methods. It also does not fit into any basic category of CP scheduling problems due to
dynamic character when new activities appear during scheduling. Perhaps, it is closest to the
group of resource constrained project scheduling problems (RCPSP). RCPSP (Crawford,
1996) is a generalisation of job shop scheduling (Baptiste et all, 1995) in which activities can
use multiple resources, and resources can have capacity greater than one (more activities can
be processed together). The definition of RCPSP as well as of all other scheduling problems
expects the set of activities to be known before the scheduling starts. Unfortunately, this is not
necessarily true in the complex process environments where scheduling the activity to a
particular resource or time may introduce new activities to the system. Typically, using
alternative processing routes, by-products, co-products and production for store cause such
behaviour. Using the foregoing planning phase provides a little help in such cases as we argue
in the next chapter.

3 On the Boundary of Planning and Scheduling

Opposite to (Srivastava & Kambhampati, 1999) and according to our experience with APS
(Advanced Planning and Scheduling) systems we argue that in most current APS (Advanced
Planning and Scheduling) systems the planning and scheduling tasks are handled separately in
different modules and the communication between the modules is limited. Such
decomposition seems natural because the traditional planning and scheduling deal with a bit
different tasks and different methods are used to solve the tasks. On the other side, in industry
the notions of planning and scheduling are merged and the difference between them is fuzzier.

3.1 Traditional (separate) Planning and Scheduling

The traditional definition of planning says tl@énningtackles the problem of finding plans
to achieve some goal, i.e., finding a sequence of activities that will transfer the initial world
into one in which the goal description is true (Pool et all,1998). It means that a description of
the initial world, the (partial) specification of the desired world and the list of available
activities make the input of the planner. A solution is a sequence of activities that leads from
the initial world description to the goal world description and it is called a plan. A typical
planning task in the industry consists of finding the production sequences to satisfy the
custom orders.

The traditionalschedulingtask deals with the exact allocation of activities to resources
(or resources to activities) over time respecting precedence, duration, capacity, and
incompatibility constraints (Brusoni et all, 1996). The set of activities, the list of resources
and the specification of the constraints make the input to the scheduler. The output of the
scheduler consists of the exact allocation of the activities to the resources over time.

PLANNER » SCHEDULER >
Plan = a list of activities Schedule = activities with
that must be performed to specified start and completion
satisfy the custom orders times and resource, where
the activity is processed

Figure 2 (separate planning and scheduling)

As Figure 2 shows the communication between separate planning and scheduling modules is
simple: the planner prepares a list of activities as well as some constraints, namely the



precedence and duration constraints, for the scheduler. The remaining constraints for the
scheduling, like the capacity and compatibility constraints, and the list of resources are
derived from the factory specification. This simple decomposition is the nicer side of the

thing.

On the other side both planner and scheduler should consider the same environment
limits and constraints even if the planner uses a more general view while the scheduler deals
with the details. In reality the planner does not assume all the production details so it is
possible that it generates too tighten plans that are impossible to schedule or it generates plans
that are too released, i.e., the plan does not utilise the factory capacity fully.

Visibly, to get a good final schedule we must start with a good plan. Either a more
informed planner, that assumes the same constraints as the scheduler does, is used or there
must be backtrack from the scheduler to the planner to find better plan. This backtrack occurs
when the scheduler finds a clash in the plan or it finds that the resources’ capacities are not
utilised fully. Naturally, backtrack from the scheduling stage to the planning stage
complicates the communication between the planning and scheduling modules because the
scheduler should inform the planner about the cause of backtrack via identification of the
conflict or the not fully utilised resource. Also, the planner must be capable to exploit this
additional information so it should handle some scheduling tasks as well. Briefly speaking,
the planner should care not only about “what should be processed” but also about “how it
should be processed”.

Another problem in the traditional definition of the scheduler is that it expects all the
activities to be known before the scheduling starts. As we sketched in Section 2 such
requirement is sometimes inappropriate in complex process environment because the
existence of some activities depends on allocation of other activities to resources. The typical
example of such behaviour is using alternative processing formulas, alternative raw material,
set-ups or producing by-products. Again, either the planner must consider some scheduling
constraints and it introduces all necessary activities in advance or the scheduler must be able
to generate activities during the scheduling that is a typical planning task.

3.2 Planning and Scheduling in Industry

In the real life, the notions of planning and scheduling are not strictly distinguished and
sometimes there is confusion between them.

The notion of planning means preparing a plan but what is it a plan? We may have a
marketing planthat describes the quantities and approximate release times of products using
market forecast and current custom orders. This plan is usually for a longer time period and it
IS more accurate in earlier times than in later times. Notice that the marketing planning has
almost nothing in common with the traditional Al planning described in the previous section.
The result of marketing planning consists of the list of demands to the production so there are
no sequences of actions that “change the world”.

The marketing plan makes the inpufpt@duction planningvhose task is to generate a
production plan, i.e. a sequence of activities necessary to satisfy the orders (demands) from
the marketing plan. The definition of production planning is very close to the traditional
planning but the production planning usually covers the allocation of the activities to factory
departments as well, that is a typical scheduling task. Production planning uses information
like BOM (bill of materials) to generate processing routes and to find what raw material
should be ordered and when. Again, the production plan is prepared for a longer period of
time.

Finally, there is aproduction schedulingwhich allocates the activities from the
production plan to particular resources over time. The scheduler works with the detail



information about the resources, like capacity and compatibility constraints, and the resulting
schedule is prepared for a shorter period of time than the production plan (because of
efficiency issues and unexpected changes in the environment that lead to modifications of the
schedule). The definition of production scheduling is very close to the traditional scheduling,
but sometimes during scheduling we need to introduce new activities to process by-products
etc.

MARKETING > PRODUCTION > PRODUCTION | >
PLANNING PLANNING SCHEDULING
Marketing Plan = what Production Plan = what Schedule = how the
should be produced activities are necessary activities are allocated
(custom orders plus to satisfy the marketing to resources over time
expected stock) plan

Figure 3 (planning and scheduling in industry)

As you see, there is no conceptual difference between the production planning and
scheduling. Both tasks cover the generating of activities as well as assigning the activities to
the resources. The resolution of the result is the main difference between the production
planning and scheduling. While the production planning works with departments and a longer
period of time, the production scheduling handles individual machines in shorter period of
time.

The similarity between the production planning and the production scheduling brings us
to the idea of handling both tasks together within single mixed framework.

3.3 Mixing Planning and Scheduling

Let us now return to the specific features of the problem area that are described in Section 2
and analyse them from the planning and scheduling point of view.

First, there are alternative processing routes, alternative production formulas and
alternative raw materials. The choice of the alternative is part of the planning task but the
information necessary for good decision is available at the scheduler level because the
decision may depend on particular allocation of activities to resources. For example, the
resource that is chosen to process the activity has no access to some raw material (to the store
with the material) so not all production formulas are available for the resource and,
consequently, different supplying activities are used for the resource.

Second, there is a production of the by-products and the low-quality products that are
produced as “waste” or during the transition between activities. Again, the planner is
responsible for generating the activities to process these products but it is the scheduler that
decides what and if any by-product appears by assigning the activities to a particular resource.
Remind that processing of the by-products should be scheduled as well because they may fill
the stores otherwise.

Third, there are transition patterns and set-up times that are usually modelled using
special transition and set-up activities (Pegman, 1998). Again, the generation of these
activities is part of the planning task but the existence of the activities depends on the
allocation of other activities to resources that is a scheduling task.

Finally, there is a production for store. Normally, the marketing plan should specify the
production of items that are not ordered by real customers. Nevertheless, sometimes it is more
appropriate to delegate this decision to the scheduler. For example, it could be cheaper to
schedule continuous production, i.e., to add new production activities, than stopping the



machine. In such case, it is the decision of scheduler how the gap between activities is filled
and what should be produced.

The discussions in the above paragraphs and sections justify our proposal of mixing the
traditional planning and scheduling tasks into single framework. Briefly speaking, we suggest
enhancing the traditional scheduler with some planning capabilities; in particular, we allow
generating of activities by the scheduler. We call this enhanced scheduler sprpdieiction
scheduler We expect to preserve the separate marketing planner that generates the demands
for the production but the production scheduler can schedule non-ordered produétion too

The production scheduler consists of thetivity generator(former planner) that
generates the activities and tlaetivity allocator (former scheduler) that allocates the
activities to the resources over time (almost) immediately. By attempting to allocate the
activity to the resource after its introduction we can detect the clashes sooner as well as we
can remove some alternatives via constraint propagation that restricts the domains of activity
parameters. See Figure 4 for proposed structure of the mixed planning and scheduling system.

MARKETING > PRODUCTION SCHEDULER Schedule
PLANNING - what activities are

ACTIVITY necessary to satisfy

Marketing Plan = what GENERATOR the marketing plan

should be produced

(custom orders plus . - how the activities

estimated demand) Activity Values for are allocated to the

parameters resources over time Ve
ACTIVITY
ALLOCATOR >

Figure 4 (mixed planning and scheduling)

The communication between the generator and the allocator is simple via single activities.
The generator introduces activity to the system and asks the allocator to schedule it. The
allocator influences the generation of further activities by restricting the domains of
parameters for already introduced activities. It can also ask the generator to introduce new
activities explicitly, e.g., to generate set-ups, transitions, supplying or consuming activities, if
the required activity is not present in the system. The generator is driven by the set of initial
activities that can describe the initial situation as well as the future demands generated by the
marketing planner. Also notice that depending on the resolution of the scheduling we can use
the production scheduler both for the production planning and for the production scheduling
described in the previous chapter. Naturally we use different activities and different resources
for production planning and production scheduling but the overall scheduling mechanism is
the same.

4 Modelling Complex Process Environments

In general, it is a good design principle to create a declarative and thus transparent model of
the problem. All entities are described initially with constraints that define their nature and the
relationships between them and the search code is kept separate from this declarative model.
Constraint Programming supports exactly this form of modelling: the user states the problem,
the computer solves it. However, relying on this statement is also the biggest danger of real-
life projects based on constraints because the generic constraint satisfaction and optimisation

! The quantity of non-ordered production is restricted by the cost factor, e.g., assuming the cost of storing.



algorithms are still not capable to tackle efficiently large-scale industrial problems brought by
real-life. At least without additional help. Thus, the constraint modelling, i.e., a description of
the problem by means of constraints, is very important part of all projects. It is also a known
true that a small change in the model or in the data can influence dramatically the
performance of the system.

In the following sections we survey several constraint models for scheduling problems
and we give general rules when the models are applicable. Nevertheless, we are aware of
necessity to tune each model for particular application.

4.1 Constraints

Look first at the type of constraints that appear in a typical scheduling application. We will
concentrate on scheduling in complex process environments but the constraint classification
that we propose can be identified in other scheduling problems as well.

For a scheduling problem it is typical to have several resources that provide some
services over time. Different resources have different capabilities that must be taken in
account during scheduling. We distinguish between two groups of constraints concerning
single resource.

There are constraints describing the limits of the resource at given time point, we call
themresource constraintsTypical example of resource constraint is the capacity constraint
stating how many activities can be processed in parallel (or how many items can be stored
together etc.). Compatibility (incompatibility) constraint is another example of the resource
constraint. The compatibility constraint states what activities can be processed together, i.e.,
what activities are compatible. While the capacity constraint is a “quantity type” constraint
(how many?), the compatibility constraint can be seen as a “quality type” constraint (what?).
See Figure 5 for example of resource constraints

The capacity constraint
ar ZQuantit)( R,T,ltem) < CapacitfR) , where T is a time point and R is a resource.

items

The sum of quantities of all processed items does not exceed the capacity of the resource.

The compatibility constraint
OT (Quantityf R, T,Itenl) =0 O Quantitf R, T,ltem2)=0)

If tem1 is incompatible with Item2 then they cannot be stored or processed together.

Figure 5 (the resource constraints)

The second group of constraints concerning single resource describes the behaviour of the
resource in time. In particular these constraints specify what future situations may follow the
current situation, for example we can specify that the same type activity may follow the given
activity or a set-up activity must follow it. Thus, we define transitions between activities and
therefore this group of constraints is caltexhsition constraints

The transition constraint
OT activity(RT) =A O activity(RT +1){A, setup- A - B,setup-A -C} ,
where T is a time point and R is a resource.
After the activity A only the same activity A or a set-up activity may follow.

Figure 6 (the transition constraint)



Resource and transition constraints specify fully the features and capabilities of single
resource. If we describe the situation of the resource at given time by the set of variables, e.g.
what activities are processed, then the resource constraints bind the variables of single time
point while the transition constraints bind the variables of different, usually consecutive time
points. See Figure 7 showing the constraint classification in the Gantt chart.

resource constraint transition constraint
/
I Il 2> ]
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8 [ A . dependency
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time >

Figure 7 (constraint classification)

The resources in a typical scheduling problem are hardly independent so in the model we
must also describe the relations between resources. Naturally, the constraints between
different resources are calletependenciesand they bind variables describing different
resources at perhaps different time points. Typical example of a dependency in production
scheduling is the supplier-consumer dependency that specifies the relation between supplying
and consuming activities. In other problems we may require two activities to be processed in
parallel by two resources, for example two lecturers teach two equivalent courses in parallel.

The supplier/consumer constraint:
Quantity R, T, Item)

= Quantity R, T -1, Item) + z Quantity S,T - Xg g, Item) - z QuantitfC,T + Xg ¢, Item)
S C
The quantity of Iltem in the resource R in the time T is computed using the quantity in time T-

1 plus the sum of supplied quantities minus the sum of consumed quantgigss
transport time between the resources A and B expressed in multiples of slice duration.

Figure 8 (the dependency)

The classification of constraints into one of above groups is not fixed and it depends on what
objects in the problem we choose as resources.

4.2 Time-line vs. Activity-based Models

Both production planning and production scheduling are tasks that deal with time and
therefore modelling of time is necessary there. Generally, two different views of time are
used: discrete time and event-based time.

We call the model based on discrete time a time-line modeltifigeline modelalso
called a timetable approach) is a general method of describing dynamic processes using
discrete time intervals. First, we divide the time line into sequence of time slices with
identical duration and at each time point (the point between two slices) we describe the
situation of each resource using several variables. We may also describe the situation of the
resource in the time-slice that is more often in timetabling applications.

It is assumed that the behaviour of resource is homogeneous between two consecutive
time points, i.e., the key events like changing activity occur only at the edge of two



consecutive time slices. Thus, the duration of time slices must be defined according to the
duration of activities that can be processed by the resources so it should be a common divisor
of activities’ duration. Naturally we prefer longer duration of the slice because it means
smaller number of variables and consequently less work to do when the variables are labelled.
Together, thaduration of sliceis computed as a greatest common divisor of duration of all
activities in all resources.

Production (item1) Change-over Production (item 2) Production (item 3)

—_ Time point

No production Production (item4) Production (item5) Time slice

empty Storing (item 1) Storing (items 1&B) empty

S92IN0Ssal

LA\

A

[

time

Figure 9 (the time-line model)

Now we can describe the situation at each time point using a set of variables. For example in
case of store there is a variable for each item that can be stored and this variable specifies the
stored quantity. Other variables can specify the state of the resource etc. The resource
constraints bind variables in the time point and they can express compatibility between stored
and processed items or capacity limits of the resource. The transition constraints bind
variables from consecutive time points but still within single resource. Finally, there are
dependencies binding variables from different resources and from (usually) different time
points. We give examples of constraints for time-line model in the previous section and in
(Bartak, 1999b) & (Bartak, 1999c).

Note that if we can define the discrete intervals, i.e., if we know the scheduled period
and the duration of all the activities, then we know the number of time points as well. Because
we know the set of variables describing the situation for each time point in each resource we
have all the variables at the beginning of scheduling and there is no problem to post all the
constraints before the scheduling starts. Consequently, we can use arbitrary constraint
satisfaction method including local search.

If we study the time-line model from the mixed planing and scheduling point of view
we see that there is no necessity to use separate activity generator. This is because the activity
in given time point is specified by a special variable so generating/choosing the activity
means just assigning the value to this variable. Consequently, the activity generator is integral
part of the labelling procedure and we can use Al planning techniques, which propose the
activity to be chosen, there.

Transparency and generality are two main advantages of the time-line model. It can
capture various planning and scheduling tasks naturally and it is also easy to express
heuristics. Last but not least, the time-line model can incorporate existing solving techniques.

Unfortunately the time-line model has the disadvantage of using huge number of
variables when applied to a large-scale problem. This drawback is hidden in the definition of
the time slice duration. In most cases we can expect that this duration will be very short, even
if the activities take long time. For example, if there are activities with the duration 25 and 26
seconds respectively, we still have to define the time slice to have the duration 1 second
because we don’t know the order of activities beforehand and we need a time point for each
possible activity change. As a consequence, there are a large number of time points that
implies huge number of variables to label. Therefore, we can expect not very good efficiency
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from the model if applied to the large-scale scheduling problems. However, we believe that
the model can be applied successfully in cases when:
= the description of resources is not very complicated, i.e., we use a small number of
variables to describe the situation,

» the ratio between the time slice duration and the scheduled duration is higher, i.e.,
either the scheduled duration is short or the duration of the time slice is long.
Time-line model can also be used in combination with activity-based models that are
described further. In this case we can exploit the time line model to reduce the number of
combinations of activities in time points. Because we need not to describe the schedule fully
by the time-line model there, we may use longer duration of time slices and thus the model
becomes tractable. Another possibility to make the model tractable is to use progressive

duration of time slice, i.e., a longer duration of slice in later times. This is justified by the
assumption that the schedule may be less precise in later times.

Because of efficiency issues of pure time-line model, we turned our attention to a more
common representation of the scheduling problems using activitiastiity-based models
as we call this approach, we use event-based time where the event corresponds to activity
change in the resource or, more precisely, to start and completion of the achuttyity
describes some homogenous duration of processing, for example a production of given item
in production scheduling or a lecture in school timetable. See Figure 10 for scheduled
activities in the form of Gantt chart.

Production (item1) | Change-over | Production (item2)  ((])  Production (item 3) ]

Event

empty | Storing (item 1) | Storing (items 1&B) | empty ]

S9J2IN0Ssal

No production | Production (itemd4) | Production (item5) |

I Activity

[
-

time

Figure 10 (the activity-based model)

We describe the behaviour of each activity by a set of variables. Typically, these variables
include start and completion time of the activity and depending on the organisation of
activities (see next section) we need a variable indicating the resource where the activity is
processed or variables identifying the dependent activities. Notice that the number of
variables corresponds to the number of activities to be scheduled.

In the activity-based models, the resource constraints bind the variables from several
activities that are processed by single resource at given time. Notice that until we know the
allocation of the activities to the resource over time we cannot decide which activities are
bound by the resource constraint. This feature introduces dynamic behaviour to some models
where constraints are posted during scheduling. In some cases it is possible to include the
“trigger” into the resource constraint itself so the constraint can be posted at the beginning of
the scheduling but it is fired only in particular situations. In many problem areas this trigger is
very simple, we just check if the activities are scheduled to the same resource and if there is
an overlap between the activities. However, in other problem areas like complex process
environments, the trigger may complicate the constraint significantly.

Transition constraints bind the variables from (usually) consecutive activities scheduled
for single resource. Similarly to resource constraints, we cannot decide which activities are

2|t is possible to have gaps between activities when no activity is processed by the resource.
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bound by the transition constraints until we know the allocation of activities. Now the
situation is even more complicated because we cannot decide about posting the transition
constraint using only the description of the connected activities. For example, we need to
know that there is no other activity between these two connected activities. Again, in many
problem areas we do not use the transition constraints at all or the transitions are simple. But
in complex process environments the transitions and set-ups play important role and we must
be able to express them in form of transition constraints.

Finally, there are dependencies describing relations between activities processed by
different resources. If we know all the activities in advance, we also know which activities are
dependent. For example, in production scheduling the dependencies express the
supplier/consumer relation saying that one activity must complete before another activity etc.
However, if we introduce new activities during scheduling then we must be able to identify
the dependent activities to post the dependency constraint.

Resource constraints Transition constraints Dependency constraints

I)

/f\\ ) Is any activity between? What is the supplier?
[ :
I ) (@R D
N\
Is there any overlap? ?

Figure 11 (dynamics of constraints in the activity-based models)

As we indicate in above paragraphs the idea of mixed planning and scheduling becomes more
complicated in activity-based models than in the time-line model. In activity-based models we
need the activity generator that is responsible for generating new activities as well as for
posting corresponding constraints. Now the structure of the scheduler corresponds more to the
structure proposed in section 3.3 (see Figure 4) with separate activity generator and activity
allocator.

Activity-based models require the user to be able to identify the activities. In some
environments the activities appear naturally but for example, it could be more complicated to
define activities in continuous production. Nevertheless, it is still possible to divide such
production into sequence of batches that form the activities. In such case the duration of
activity determines the resolution of the schedule.

Let us identify the typical problem areas now where the time-line model and activity-
based models are used. We may notice that the time-line model prevails in the areas with
fixed resolution for all resources where the duration of activities is almost the same and the
activity duration is a small multiple of the time slice. In such areas, like school timetabling,
the number of time-slices is not large so the main disadvantage of the time-line model, i.e.,
the huge number of variables, is not relevant here. In fact, the number of variables is
comparable to the activity-based models but the constraints are usually easier in the time-line
model.

Activity-based models prevail in the areas like production scheduling where it is natural
to identify the activities, the duration of activities is variable and various resources are used.
Large-scale problems in complex process environments are typical example that requires
usage of activity-based models because the number of variables in the time-line model is not
tractable here.
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4.3 Task-centric vs. Resource-centric Models

In the previous section we described the activity-based models in general but we may further
distinguish between these models using the form of activity organisation.

In many scheduling problems the activities are organised into tasks where the task is
defined by a sequence of activities that must be processed to solve the task. In production
scheduling this sequence determines the production chain, i.e., it defines the track of an item
through the factory starting from the raw material and finishing with the final product.
Typically, we assign the production chains to the custom orders so in (Bartak, 1999b-d) we
called such models order-centric models. Because satisfaction of a custom order is just a
special form of task, we will use the more frequent teErsk-centric modehere. Note that by
the task we mean not only a linear sequence of activities but also, for example, a tree of
activities as Figure 12 shows.

time >

[ ProcessingA ] [ ProcessingA ]

b b

| Storing | | Storing |

b\

| Processing B | | Processing B |

A « 'S

[ storing ] [ storing

resources

Figure 12 (a task-centric model)

By organising the sequences of the activities into tasks, we naturally describe the (supplier-
consumer) dependencies between the activities. Consequently, the dependency constraints can
be posted before the scheduling start. The resource and transition constraints bound activities
from different tasks typically, thus we either need to equip these constraints by the triggers or
we should post the constraints dynamically. The choice of the method depends on the
complexity of the constraints. If the resource and transition constraints are easy enough then
the static constraints with simple triggers are the preferable solution.

The task-centric model is appropriate for problem areas where we know all the tasks in
advance and we know how to decompose the tasks into activities. However, in complex
process environments, there exist typical problems that make the task-centric model less
applicable.

The first problem is using tredternative processing routakat are typical for chemical
industry. This means existence of several ways how to produce the item (solve the task), i.e.,
instead of single production chain we have a set of more or less different production chains
per task. The typical example is inserting re-heat activity if the whole chain of activities takes
too long (Pegman, 1998).

The second problem is modelling tket-up timegPegman, 1998) and other more
complicated resource constraints. The set-up time specifies the necessary duration/gap
between consecutive activities processed in single resource and, consequently, it depends on
the order of activities chosen during the scheduling. The set-up time can be modelled by
introducing special set-up activities with specified duration dependent on the previous activity
in the schedule.

The next problem is the processingbgtproductsandco-productsi.e., the production
of non-ordered items that can be re-used in the future production. Now, the situation is more
complicated because it requires two or more production chains to interact in a more advanced
way, i.e., if a by-product is produced in one production chain then another production chain
may use this by-product as a raw material. This problem has a close connection to the
previous problem because by-products are produced typically during the set-ups.
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Finally, there is a problem with th@oduction for storei.e., non-ordered production.
Unfortunately, this problem cannot be solved in pure task-centric model fully because there
are no tasks defined for non-ordered items.

The proposed mixed planning and scheduling approach helps us to solve all above
problems using the same way. If we allow generating the activities during scheduling then
there is no problem to start the scheduling with several “core” activities and introduce new
activities if necessary. We show how to represent the task-based model allowing such
dynamic behaviour in the next section.

In addition to tasks there exists orthogonal method of organising activities by resources.
In the model, that we catesource-centric modeilve describe all the activities that may be
processed by given resource. Then, the activities used to satisfy the task are grouped via
dependencies implicitly during the scheduling. The resource-centric model is more
appropriate for the description of a factory than the task-centric model. This is because we
concentrate on the specification of resources and this specification is independent of the actual
set of tasks. This is similar to the time-line model, where we also describe the resources
primarily.

A

Production (item1) | Change-over | Production (item 2) | Production (item 3)

< ~.

|
b A
empty | Storing (item 1) | Storing (items 1&B) | empty. - ]
""""" Y .
No production | Production (item4) | Productior (item5) ]
|

S82INn0sal

A 'Y
No order JOrder1] No order

\/

tre

Figure 13 (a resource-centric model)

In the resource-centric model we do not assign activities to resources but we allocate resource
activities over time in such a way that all the dependencies between activities hold (see Figure
13). Note that expressing the resource and transition constraints is now easier because we
know the activities belonging to the resource. However, the dependencies are more
complicated in the resource-centric model and they must be introduced dynamically. Also
notice that the problems mentioned above for the task-centric model are not relevant here,
because the resource-centric model uses explicitly the mixed planning and scheduling
approach; the activities are introduced during scheduling.

We may see the resource-centric model as a complement to the task-centric model.
Currently, probably the task-centric model is more widely used because an order-driven
production is scheduled typically, there are no transition constraints and the resource
constraints are rather simple. However as soon as more complicated resource constraints
appear and the transition constraints (set-ups with by-products) become crucial then we
believe the resource-centric model be more appropriate for such problems. This is because the
complexity of dependencies is similar in both models but the resource and transition
constraints are easier to express and maintain in the resource-centric model.

4.4 Dynamic vs. Static Representation
A typical method of solving problems using constraint programming includes three steps:

1. introduce variables,
2. post constraints among the variables, and
3. label the variables using propagation techniques and/or (local) search.
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This traditional methodology expects the static representation of the problem where all the
variables and the constraints are known in advance. The static representation has the
advantage that all constraint solving methods can be applied. Also, if we know all the
constraints we may expect better propagation to reduce the domains of variables.

As we argued in previous sections, mixed planning and scheduling can help us to solve
some complicated problems and because this approach prefers generating new activities
during scheduling we need some form of dynamic introduction of variables and constraints as
well. Nevertheless, the “dynamic character” of mixed planning and scheduling does not
exclude the static representation of the models as we show in the next paragraphs.

The variables in the time-line model are naturally represented statically because we
know the number of time points (time slices) and we know what variables are necessary to
describe the resources. Because we have all the variables, there is no problem to post the
constraints among them before the scheduling starts. This is perfect for the resource
constraints binding variables in single time point as well as for the transition constraints
binding variables in consecutive time points. However, the static representation is
guestionable in case of dependencies because, for example, we do not know what suppliers
and consumers are used in given time point till the activity is chosen here. We can use the
static representation of the constraints using triggers that fire the constraint. The problem here
is that many dependency constraints are posted even if most of them will not be actually used.
Also, the propagation through the constraints with triggers is restricted till the constraint is
fired. Therefore we propose to postpone the introduction of dependency constraints till
enough information is available to create the constraint between right variables. This is a
dynamic representation that allows us to save memory and time necessary to check triggers
(see Figure 14 for comparison of static and dynamic dependencies).

Static representation - trigger for each Dynamic representation — single trigger
constraint to all potential dependent that fires only necessary constraints
activities
\\ N N B \
I N ~
N ==
~NON ~—
— NSNS =2\
\\\5\\\\\\\$\\? —_— \\\\\\

Figure 14 (static vs. dynamic dependencies in the time-line model)

In activity-based models the situation is more complicated because if we use mixed planning
and scheduling approach with introduction of new activities then we do not know all the
activities (variables, constraints) in advance. Typically, the task-centric models use static
representation that makes them hardly applicable to complex process environments as we
sketched in the previous section. The static representation for the resource-centric model
restricts the scheduling to ordering of activities in the resource so this representation is
restricted to few problems only.

To overcome the limits of static representation we propose to use a dynamic
representation where the activities and the constraints between activity variables are generated
dynamically. The structure of such system corresponds fully to the production scheduler that
was proposed in section 3.3. The production scheduler starts with several activities, in case of
task-based model these activities are the roots of the production chains, in case of resource-
based model the initial activities may describe the initial situation of each resource and the
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required future situations. New activities are generated according to the allocation of already
present activities. The advantage of dynamic approach is that we do not need the constraints
with complicated triggers. The drawback of full dynamic representation is loss of the
propagation; if there are no constraints (until the constraints are introduced) then we cannot
propagate the values between variables.

To suppress the handicap of weak propagation, we propose a semi-dynamic
representation that shares the advantages of static representation (good propagation) with
advantages of dynamic representation (simple constraints — without complicated triggers).
The basic idea of the semi-dynamic representation is to express statically everything that is
known in advance. The objects and constraints that are very complicated to express statically
(like different data structures in different activities and constraints with complicated triggers)
are expressed dynamically which means that they are generated during scheduling.

In activity-based models we may estimate the number of activities to be scheduled and
instead of introduction of real activities we generate only empty shells for the activities (we
call the shells virtual activities) that will be filled by a real activity during scheduling. In the
activity shell we may use the variables that are common for all activities so we can post
constraints among these variables immediately. If the activity in the shell is known then other
variables describing the specific activity are added into the shell and remaining constraints
can be posted. See Figure 15 showing the differences between static, dynamic and semi-
dynamic representations for activity-based models.

Static representation Dynamic representation Semi-dynamic representation
just allocate known generate activities according to the fill up the shells with real activities
activities allocation of other activities

- e
S N e Al
allocated activity :| EE%EEE
| 7 ............... r——-——3 — —
not yet generated activities shells candidates to fill the shells

Figure 15 (comparison of representations of activity-based models)

In most current scheduling applications the static representation is used because of efficiency
issues. Also, when all the constraints are posted then the scheduler may concentrate on
labelling only. Nevertheless as noted in (Nareyk, 2000), the planning is more variable and it is
impossible to predict which actions will be used in which combination. Therefore, the
conventional (static) formulation of constraint satisfaction problem (CSP) is too restrictive to
solve planning problems and the dynamic representation is more suitable for them. Naturally,
the same statement holds for the scheduler enhanced with some planning capabilities like the
schedulers for complex process environments. For representation of constraint models in
mixed planning and scheduling environment we argue for using the semi-dynamic
representation that overcomes the limits of conventional CSP but still preserves CSP
advantages like constraint propagation.
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5 Concluding Remarks

In the paper we analyse the models for solving scheduling problems in complex process
environments using the constraint programming technology. We study both planning and
scheduling tasks there and we propose an innovative approach for solving such problems
using the scheduler enhanced by some planning capabilities. The advantages of this method
are presented on examples of solving typical problems in complex process environments.

We compared three constraint models used to solve scheduling problems and we
identified their advantages and drawbacks. We also give some guidelines when the particular
model can be applied and when it goes better than the other models. The results are
summarised in Table 1 and Table 2.

model
.'% time-line task-centric resource-centric
£ | resource easy complicated easy
§ transition easy complicated easy
dependency little complicated easy complicated

Table 1 (expressing constraints in models for scheduling problems)

The time-line model is a very good model to capture dynamic processes, as it is easy to
express all the constraint groups there. However because of its huge size the time-line is
applicable only if the number of time-slices is not very large, e.g., in timetabling applications.
The other two models are based on the notion of activity and we can see them as
complementary models. While the task-centric model is more suitable for scheduling of order-
driven with simple resource and transition constraints, the resource-centric model is better for
complex process environments where the resource and transition constraints are rather
complicated.

model
£ time-line task-centric resource-centric
% non-ordered production implicit no (limited) implicit
5 | cycling implicit limited implicit
alternatives implicit limited implicit

Table 2 (how the constraint models capture typical scheduling sub-problems?)

If we compare the constraint models from the point of view of expressiveness, then both the
time-line and the resource-centric models are capable to solve the typical problems in
complex process environments mentioned in Section 2. The order-centric model is less
appropriate to capture these problems especially if the static representation is used.

In the paper we also present three different representations of the constraint models, the
static, dynamic and semi-dynamic representation. We argue here for using the semi-dynamic
representation that preserves the advantage of constraint propagation and provides the
flexibility of dynamic constraints. Table 3 summarises some of the features of the studied
representations.

representation
static dynamic semi-dynamic
constraint posting before during before/during
local search yes no no
propagation good (??7?) bad good
constraint expressiveness complicated easy easy

Table 3 (some features of representations)
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The paper summarises the results from (Bartak, 1999b-d); we give a global view of the
problem of planning and scheduling in complex process environments. We concentrate on the
expressive power of the models and representations here but we also mention some efficiency
issues. The theoretical results presented in the paper are currently verified in the
implementation of the generic scheduling engine for complex process environments. This
engine is being developed within the VisOpt project for InSol Ltd (Bartak , 1999) & (VisOpt,
1999).
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