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Abstract

Domain filtering is a powerful technique for reduction
of the search space during solving combinatorial prob-
lems like scheduling. In this paper we present several
filtering algorithms designed specifically for schedul-
ing in batch processing environments with sequence
dependent setup times. We extend two known algo-
rithms, namely edge finding and not-first/not-last tech-
nique, and we present a new filtering algorithm called
not-before/not-after. Each of these algorithms removes
some inconsistencies that are not detected by the other
two algorithms. Thus, all the algorithms are assumed to
run together to achieve better pruning.

Introduction

Constraint programming (CP) is becoming a popular tool
for solving large combinatorial problems. It provides nat-
ural modeling capabilities to describe many real-life prob-
lems via domain variables and constraints among these vari-
ables. There exist generic techniques for constraint satis-
faction usually based on integration of search (enumera-
tion, labeling) with constraint propagation (domain filter-
ing). Moreover, the CP framework allows integration of
problem-dependent filtering algorithms into the constraint
solver. These filtering algorithms typically encapsulate a set
of elementary constraints; then we are speaking about global
constraints. By using semantic information the global con-
straint typically removes more inconsistencies than generic
constraint propagation through the elementary constraints.
Still the global constraints keep reasonable (polynomial)
time and space complexity.

Many global constraints/filtering algorithms have been
designed for various classes of scheduling problems. One
of the most important filtering techniques for solving the
disjunctive scheduling problems is the edge-finding algo-
rithm (for definitions of disjunctive and cumulative schedul-
ing see (Baptiste & Le Pape 1996)). This algorithm was
originally proposed in (Carlier & Pinson 1989) and there are
also other versions of this algorithm like (Martin & Shmoys
1996). Edge-finding can also be adapted for cumulative
scheduling (Baptiste & Le Pape 1996). Not-first/not-last
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is another filtering algorithm for disjunctive scheduling de-
scribed in (Baptiste & Le Pape 1996). This technique can be
combined with edge-finding to achieve even better pruning.
Caseau and Laburthe (1994) proposed the scheduling tech-
nique called tasks intervals for both disjunctive and cumula-
tive scheduling. However, the combination of edge-finding
with not-first/not-last outperforms the tasks intervals. There
are also special techniques designed for cumulative schedul-
ing like elastic relaxations (Baptiste, Le Pape, & Nuijten
1998) or energetic reasoning.

In this paper, we concentrate on filtering algorithms
for batch processing with sequence dependent setup times.
Such environment is quite often in real-life scheduling prob-
lems where batches describe a collection of activities pro-
cessed together, e.g. in the pool, and set-up times describe
the time necessary to prepare the resource for the next batch,
e.g. to clean up a pool. Batch processing and setup times
impose additional constraints to the problem and these con-
straints can be used to prune the search space. We propose
to encapsulate these additional constraints into a global fil-
tering algorithm that achieves better pruning than existing
global constraints for scheduling. In particular this algo-
rithm exploits information about overlapping of activities —
in batch processing, either the activities do not overlap or
if two activities are overlapping then they start and com-
plete at the same times. Thus, in some sense batch pro-
cessing can be seen a mixture of cumulative scheduling with
disjunctive scheduling. The filtering algorithms for cumu-
lative scheduling are weak when applied to batch process-
ing because they do not use information about batches. The
stronger filtering algorithms for disjunctive scheduling can-
not be applied directly to batch scheduling because of paral-
lel activities in the batch. So we extended the existing algo-
rithms for disjunctive scheduling, namely edge finding and
not-first/not-last, to work with batches. Moreover our al-
gorithms exploit information about the setup times between
the consecutive batches, which further improves domain fil-
tering. We have also designed a new filtering algorithm
called not-before/not-after. Because the above filtering al-
gorithms can remove different inconsistencies, we propose
to integrate them into a single algorithm where the filtering
is repeated until any domain is changed. Note that the un-
derlying solving system calls this global filtering algorithm
whenever a lower bound or an upper bound of the domain



of any involved variable is changed by another constraint.
It means that our filtering algorithm can be naturally inte-
grated into a constraint-based scheduler. In particular, it is
possible to impose additional constraints over the problem
variables (e.g. direct relations between the activities) or to
model more resources using several instances of the same
filtering algorithm.

The paper is organized as follows. We first introduce the
basic notions and define the functions that are pre-computed
once at start and then used in our filtering algorithms. The
main part of the paper describes the three filtering algo-
rithms. We conclude with some experimental results.

Batch Processing — Basic Notions

Our definition of batch processing is close to p-batching in
traditional scheduling (Brucker 2001), i.e. if there are two
overlapping activities in the resource then these activities
must start at the same time and they must complete at the
same time. The activities processed together form a batch.

We can restrict the number of activities processed together
in a single batch using capacity and compatibility constraints
(Figure 1). Let T be a set of all activities that can be pro-
cessed by the resource. Each activity ¢ € T has assigned
two attributes: ¢; indicating the capacity consumed by the
activity and f; indicating the type of the activity (family).
The compatibility constraint requires that only the activities
of the same family are processed in a single batch. The ca-
pacity constraint says that the sum of the capacities of the
activities in a single batch must not exceed the capacity C
of the resource (renewable resources are assumed only, i.e.
the capacity is consumed only when the activity runs). For
simplicity reasons, we assume that the capacity C' of the re-
source is a constant number.
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Figure 1: Two tasks ¢ and j of the same family (f; = f;) can
be processed simultaneously.

Because all the activities processed in a single batch start
and complete at the same time, they have the same duration.
Thus we can assign the duration attribute to the family rather
than to a particular activity. Formally, let F' denotes the set
of all the families in the resource, i.e., F = {f;, i € T}.
Then p denotes the duration (processing time) of every ac-
tivity of family f.

When we have a pair of consecutive batches processed
by the resource, a special setup time have to be inserted be-
tween these batches. If this time depends on both batches
then we are speaking about a sequence dependent setup
time. If the setup time depends on one batch only then this
time can be included in the processing time of this batch.
Formally, we denote s¢, a setup time between the batches

of family f and family g. No setup time is assumed between
the batches of the same family, i.e.:

VieF: spp=0 @)

or this setup time can be included in ps. Like (Brucker &
Thiele 1996) we assume that the setup time satisfies a trian-
gle inequality:

Vf,g,h e F: Srh < Spg + Sgh 2

We are aware about the resources without this property, then
a weaker version of our filtering algorithms must be used.
Note finally that the notations of processing times for fami-
lies can be extended to activities as well:

The scheduling task is to find out when the activity is pro-
cessed by the resource, i.e. to determine its start time and its
completion time respecting the above constraints. Initially, a
release time r; (the earliest start time) and a due time d; (the
latest completion time) is assigned to each activity i € T.
The release and due times defines a time window when the
activity can be processed. The goal of the filtering algorithm
is to shrink the time window by removing as much as pos-
sible infeasible times. More precisely, the release time is
increased and the due time is decreased during filtering.

Let n denotes the number of activities, i.e., n = |T'| and
k be the number of families, k& = |F'|. We assume that & is
much smaller than n. Our filtering algorithms are polyno-
mial in k& and n, as we show later their time complexity is
O(kn?). But the filtering algorithms require some prepro-
cessing when a collated information is computed (see next
section). Time complexity of preprocessing is O(k?2¥) that
is OK, if k is not a large number. We can assume that & is
not large as it denotes the number of activity families.

Consolidated Setup Time

In the previous section, the attributes of the activity families
have been introduced. We can now extend these notions into
the sets of families. Opposite to (Brucker & Thiele 1996)
we propose to compute these consolidated attributes once
before the scheduling starts. We can identify a set of families
using a standard bitmap, i.e. each set can be represented as
a number. Thus the values of the consolidated attributes can
be saved in an array with the access time O(1).

We have defined a setup time between a pair of activity
families. It is useful to know what is the minimal setup time
when a set of activities is processed. In particular, let ¢ C F
be a set of activity families, then s(¢) denotes the minimal
setup time used when the activities of types in ¢ are pro-
cessed. Similarly, s(f,¢) denotes the minimal setup time
when processing starts with some activity of the type f € ¢
and s(¢, f) is a minimal setup time when processing com-
pletes with an activity of the type f € ¢. If we assume
that the number of activity families is not very large, we can
compute the values s(¢), s(f, ¢), and s(¢, f) for every set
¢ of families and every family f in advance. As we show
now, the time complexity of such algorithm is O(k22%).

Visibly:

Vo C F: s(¢) =min{s(f,9), f € ¢} ©)



Thus, it is enough to compute the functions s(f, ¢) and
s(¢, f); the function s(¢) can then be computed using the
formula (3) in time O(k2*%). We show now how to compute
the function s(f, ¢) inductively by the size of the set ¢. The
function s(¢, f) can be computed in a similar way.

For the sets ¢ with just one family, there are no setups
used according to (1):

VieF: s(f,{f})=0

We can compute the value s(f,{f} U ¢) from the value
s(g, ¢) using the following formula (note, that the triangle
inequality (2) is required here):

Vo CF,Vfe(F\o):
s(f,{f}U o) =min{ssy + s(g,¢), g € ¢}

The time complexity of this computation is O(k22%).

Consolidated Processing Time

Similarly to the minimal setup time when processing the set
of activities, we can define the minimal processing time for
a given set of activities. Now the capacity of the activities
and the capacity of the resource are assumed.

Let Q@ C T be a set of activities, then ¢(£2, f) denotes the
total capacity of the activities from (2 that have the family f:

C(Qa f) = Z &

i€Q

fi=f
Let u(£2, f) denotes the minimal time to process all the ac-
tivities of family f from Q. This value is computed as a
multiplication of the minimal number of batches and the pro-
cessing time of the family f:
(9, f )W

f

u(Q, f) = [T p

Let Fy, be the set of all the activity families in the set ,
ie. Fo = {fi, i € Q}. Now we can define the total
pure processing time «(€2) for the set of activities 2 when
no setups are involved:

u(@) =Y ul@ f)
fE€Fq

Finally, we define the consolidated processing time p(€2) for
the set of activities €2 which consists of the pure processing
time and the setup time for €.

p(Q) = s(Fa) + u(Q)
Like the setup times, consolidated processing time can be
specified when processing starts or completes with an activ-
ity of a particular family:
p(4,Q2) = s(f;, Fa) +u()
p(Q,7) = s(Fa, fj) +u(Q)
Let dq, be the maximal due time among the activities in the

set Q and r, be the minimal release time of the activities in
the set Q:

do = max{d;, i € Q}
ro = min{r;, i € Q}

Filtering Rules

In this section we show a modification of the edge-finding
rules from (Martin & Shmoys 1996) to work with batch pro-
cessing and sequence dependent setup times. We also pro-
pose the rules not-before/not-after that further increase the
filtering power of edge-finding. The rules not-first/not-last
will be described in a separate section.

Integrity Rule

The feasible schedule exists only if all the activities in ev-
ery set Q C T can be processed within the time interval
(ra,dq). The following rule deduces that a feasible sched-
ule does not exist because there is not enough time to process
the activities from Q:

VQCT: do—rq<p(Q) = fail 4

Not-Before/Not-After Rules

Consider an arbitrary set @ C T and an activity ¢ ¢ Q.
If we schedule the activity ¢ before the activities 2, then
processing of the set ) can start at first in the time r; +
p;. Then processing of activities in Q2 needs time u(Q) +
s(fi, FoU{f:}) because the resource is already adjusted for
processing of f; (this is the family of the activity ¢ that is
processed before 2). If such a schedule is not possible (i.e.
processing of 2 ends after dg) then the activity 4 cannot be
scheduled before Q:

VQCT,Vie (T\Q):
i +pi +u(Q) + s(fi, FoU{fi}) > da =i & Q (5)

Pi Pk D o
) k <—> l
Sfifi
fi Ik fi
T do d;

Figure 2: Example of not-before condition for the task i and
set Q = {k, I}, when f; = fi.

When the activity 7 cannot be processed before the activ-
ities in € then processing of the activity ¢ can start at first
together with the first activity from Q. Thus we get the fol-
lowing not-before rule for modification of the earliest start
time of the activity i:

i L Q=1 >1rq (6)

A symmetric rule not-after is defined in the following way:
VQCT\Vie(T\Q):

d; — p; —’U,(Q) —S(FQ U{fi}7fi) <rg=0«K1 (7)

N &Li=d; <dg (8)



Edge-Finding Rules

Like the not-before/not after rules, the edge finding rule is
trying to find a relative position of the activity 4 in respect
to the set of activities 2. Now we are asking whether the
activity 4 can be processed together with the activities in €.
If the answer is no then ¢ must be processed either before or
after all the activities in 2. Consider again an arbitrary set
Q1 C T and an activity ¢ ¢ Q. If there is not enough time for
processing activities QU{:} in the interval (ro, dqo), then the
activity ¢ has to be scheduled before or after all the activities
from Q:

VQCT,Vie (T\Q):
do—ro<pQU{i})=(Q<iori<Q) (9)

Now we need to decide if the activity ¢ has to be scheduled
before 2 or after it. For that decision we can use the not-
before and not-after rules. If one of these rules ((5) or (7))
holds then we can deduce the relative position of 7 in respect
to 2 and we can change r; or d; accordingly:

O<i= (10)
ri > max{ro +u(Q) + s(For U{f:}, fi), @ CQ}
1K Q= (11)

d; < min{dgr — ’LL(QI) — S(fi,FQ/ U {fz})7 Q - Q}

How to choose €2 efficiently?

The above rules can be applied to all the sets Q C T to
achieve the strongest domain filtering. This leads to a filter-
ing algorithm exponential in the number of activities. For-
tunately, we can apply the rules to a polynomial number of
selected sets ©2 C T while keeping the same filtering power.
We show now how these sets can be designed.

Consider an arbitrary set 2 and a set ¥ defined in the
following way:

U=A{k, keT&rp>rq&d, <do}

Caseau & Laburthe call such a set a tasks interval (1994,
1995, 1996). The set ¥ has the following properties:

Ty = TQ
dy = dg
v DN
u(¥) > u(Q)
Fy O Fq

Therefore if we use W instead of €2 in the above rules then
we get the same or even better results. Thus we can apply
the rules only to the tasks intervals in the form:

U=[mn]={k keT&ry>rm&d;, <d,}

where m, n are such activities that r,,, < r,, and d,,, < d,,.
Note that the number of tasks intervals is quadratic in the
number of activities.

An Algorithm for the Integrity Rule

Now we present an algorithm that checks the integrity rule
for every tasks interval. Time complexity of this algorithm
is O(n?). The algorithm assumes that all the activities are
sorted in the decreasing order of r; what could be done in
time O(n = log(n)). For each activity j the algorithm con-
structs incrementally all valid tasks intervals [¢, j] and for
each such interval it checks the integrity rule (4):

for j € T dobegin
for ¢ € T in the decreasing order of ; do begin
if d; > dj then
Il [i, 4] is not a tasks interval
continue;
/ expand € to a tasks interval [i, j]
Q=Qu{i};
if dj —r; <p(Q) then fail ;
end,
end,

An Algorithm Not-Before/Not-After

The algorithms for the rules not-before and not-after are
symmetrical so we describe the algorithm only for the rule
not-before. Again, the algorithm explores all valid tasks in-
tervals [7, k]. Nevertheless, we do not need to check the con-
dition of the not-before rule (5) for each tasks interval sepa-
rately. The following theorem gives a hint how to do it more
efficiently.

Theorem 1 Let i be an activity of the family ¢ and j be
another arbitrary activity. The rules not-before (i.e. (5) and
(6)) propose change of thevalue r; using r; > r; if and only
if:

r; > min{dg — s(g, Fo U {g}) — u(2) — py,
O =[j,k],k €T} (12)

Proof: The inequality (12) holds if and only if there exists
a tasks interval [4, k] such that (5) holds. As we have shown
above, we can work with the tasks intervals only. In partic-
ular, if the condition in (5) is true for some set 2 then we
can find a tasks interval [, k] such that the condition holds
as well. 0

Notice that the right side of the inequality (12) is indepen-
dent of a particular activity 4. It depends on the family ¢ of
the activity 7 only so we can compute the value of the right
side just once and then use the result for all the activities of
the family g. The following algorithm does exactly this:

for g € F' do begin
for j € T do begin
m:=c0;
Q:=0;
for k € T in the increasing order of d;, do begin
if 7, <r; then
I'[j, k] is not a tasks interval
continue;
Q=QU{k};
m:=min{da — a(g, Fo U {a}) = u(®) —ppym};
end;



forieT, fi=g do
if »; >m then
ri=max(r;, 5 );
end;
end;

Time complexity of this algorithm is O(kn?).

An Algorithm Edge-Finding

In this section we present an algorithm only for the case
Q < i of the edge-finding rule. The algorithm for i < Q
can be designed in a symmetrical way.

First, let us analyze which pairs of the activity and the
tasks interval should be checked to change the earliest start
time for the the activity. Let us choose an activity j and a
family g. We now deduce all the changes for the activities
with the family g resulting from the application of the edge-
finding rule to all the tasks intervals [i, j].

Let Qo € Q1 € --- € Q, be a sequence of all the tasks
intervals [z, j] such that do, = do, = --- = dq, = d;. Let
to, t1,...t, denotes the activities of the family g sorted in
the increasing order of required capacity ¢;. Now consider
an application of the edge-finding rule to the pair Q,, t,.
One of the four cases must happen:

1. d¢, < dq,. Inthis case we will show that if the con-
ditions of the edge-finding rules (5) and (9) hold then the
symmetrical algorithm edge-finding for i < Q together
with the integrity rule deduces fail. Therefore we can ig-
nore this case.

Similarly the symmetrical algorithm for i < €2 ignores
the case when r;, > rq, . So the pair 2, and ¢, is totally
ignored by the whole edge-finding algorithm when d;, <
do, and r;, > rq, meaning that in this case we cannot
apply the edge-finding rules at all because ¢, € €.

Let us now assume that for ¢, and 2, the inequalities in
the conditions of both rules (5) and (9) hold. d;, < dq,
and (9) implies:

d, —ra, <do, —ra, <p(Q:U{t,})
It is obvious that:

p(Q U{ty}) <u(Q) +pg + s(Fa, U{g},g)
Therefore for ¢, and €2, the condition of the rule (7) holds
and together with (9) we get i < . So we can change
dz, accordingly (11):

dr, < da, —u(Q) — s(g, Fa, U{g})

The inequality in the condition of the rule (5) for ¢, and
Q, still holds and thus:

re, > do, —pg —u(§de) — s(g, Fo, U{g})
Now consider the set ¥ = {¢,}:
dy —ry =dy, — 11, <
<[da, —u(Q) = s(g, Fa, U{g})] = ¢, <
<lda, —u(Q) — s(g, Fo, U{g})]-
[do, —pg — u(Q%) — s(g, Fo, U{g})] =
=Pg = DP¥

Hence dy — r¢ < pg and the integrity rule (4) deduces
fail.

We have shown that in the case d;, < dq, the rules (5)
and (9) can be ignored because if the conditions of these
rules hold then the integrity rule deduces fail. And be-

cause dqo, = dq, = - -- = dq, these rules can be ignored
also for the activity ¢,, and any set o, {21, ..., Q. Hence
we can remove t,, from the sequence ¢, t1, .. ., ty.

In the following three cases we expect that d;, > dgq, and
SOty & Q.

2. The set Q, and the activity ¢, do not satisfy the con-

dition in (9) and so the activity ¢, can be processed to-
gether with €2,. Then any activity to, 1, ...,%,—1 can be
processed together with €, as well because it requires the
same or less capacity than the activity ¢,,. Hence we can
remove the set 2, from the sequence Qg, Q1,..., Q.

3. The set Q, and the activity ¢,, do not satisfy the con-

dition (5) and so the activity ¢,, can be processed before
the Q.. Then the activity ¢, can be processed before any
set Qo, Q1,...,Q,_1. Hence we can remove the activity
t, from the sequence to, t1, . . . ty.

4. The set 2, and the activity t,, satisfy both conditions

(5) and (9). Then we can change value r;, using the
rule (10). This new value cannot be further increased us-
ing any set Q9, 24, ..., Q2,1 because of the form of the
rule (10). Hence we can remove t, from the sequence
toytis ..oty

The above analysis explains what pairs of activity and
tasks interval needs to be checked. We have shown that only
the case 4 above contributes to change of the value r;, using
the rule (10). When we want to change the value r;  accord-
ing to the rule (10) then we need to know the following value
Zt

2z = max{ro: + u() + s(For U{g},9), Q' C Q}

Now we show how to compute the value z, efficiently.
Consider an arbitrary set Q' C Q, andaset ® = {k, k €
Q. & i > ro}. Itis obvious that:

ro+u(Q)+s(Fo U{g}, g) < ro+u(®)+s(FoU{g}, g)

So we can choose only the sets Q' in the form of a tasks
interval [4, j] such that d; = dq. These tasks intervals are
exactly the sets Qq, 1, ...,,. Hence:

2z = max{ro +u(') + s(For U {g}, 9),
(9= {QQ, Qq,..., Ql}}
Therefore we can compute z,, inductively using the formula:

2y = max{z,_1, rq, + u(Qz) + s(Fa, U{g},9)}

Using the above analysis we can now design an algorithm
implementing the combination of the edge-finding and not-
before rules. Time complexity of this algorithm is O(kn?).
As usual, the algorithm combining the rules edge-finding
and not-after can be designed in a symmetrical way.



The following algorithm assumes that the activities are
sorted decreasingly by values of r; and also by values of
c;, i.e. two sorted lists of activities are prepared in advance.
The algorithm generates first a sequence of the tasks inter-
vals [¢,j]. Then it compares these tasks intervals with all
the activities of a given family ¢ using the above four cases
analysis until either the list of tasks intervals or the list of
activities is finished.

for g € ' dobegin
for j € T dobegin
—1.=Y,
Z_1:=—00;
x:=0;
for ¢ € T in the decreasing order of ; do begin
if d; >d; then
Il [i, 4] 1s not a tasks interval
continue;
Q=0 U {i};
zpi=maX(z1, 11+ u() + s(Fo, U {g});
X:=X+1;
end;
y:=an activity with the family g with the greatest c,,;
while (y > 0 and x > 0) do begin
if dy <d; then
Il case 1
y:=next activity in the sequence or -1;
continue;
end;
if dj —rq, >p(Q;U{y}) then
/I case 2
X:=x—1;
continue;
end;
if dj —ry>s(g,Fa, U{g}) +u(Q) +p, then
/I case 3
y:=next activity in the sequence or -1;
continue;
end;
/I case 4
ryi=max(ry, zz);
y:=next activity in the sequence or -1;
end;
end,
end;

Not-First/Not-Last

In this section we present an extension of another filter-
ing technique called not-first/not-last that was proposed
by (Baptiste & Le Pape 1996). Note that this extension is
different from what we call not-before/not-after as explained
below.

The Rules

Unlike not-before/not-after we now consider an activity &
and a set 2 C T such that ¢ cannot start neither before Q
nor together with the first activity in . We denote such

property i £ Q, similarly Q £ i:
VQCT\Vie(T\Q):
do—r; <p(,QU{i}) =i £ Q (13)
VQCT\Vie(T\Q):
di —rq <p(QU{i},i) = Q £ (14)

Pi = Pk
< >

k D

Ji= Tk Ji
rQ T do

Figure 3: Example of not-first condition for the task i and

set Q = {k, I}, when f; = fp.

If i £ Q then i can start at first when the first activity of
Q finishes, i.e., in the second batch of 2, and similarly for
QA

P AR =y Zmil’l{?"j+pj+8fjfi, ]EQ} (15)
QA= di <max{d; —p; — 5,5, ] €Q} (16)

Unfortunately, we were not able to make up an algorithm
for the rules (13) and (14) with reasonable time complexity.
Therefore we propose a weaker version of these rules which
allow us to design an algorithm with the time complexity
O(kn?).

Let f € F be a family then ¢, is a minimal capacity
among the activities from the family f, t(f, ) is a mini-
mal value of p(, 2 U {i}) among all the activities  of the
family f, and symmetrically ¢(©2, f). Formally c;, t(f, ),
and ¢(£2, f) denote:

¢y =min{c;, i € T & f; = f}
t(f,Q) =s(f, Fa U{f}) +u()—
C(Qaf) C(Qvf)+gf
= o+ [ e
t(Qa f) :S(FQ U {f}7 f) + u(Q)_
C(Qaf) C(Qvf)+gf
e A s
Then the weaker replacement of the rules (13) and (14) is:

VQCT\Vie(T\Q):

do —r; <t(fi, Q) =1 A Q 17)
VQCT,Vie (T\Q):
di —rq <t(Q, f) = QLi (18)

An Algorithm

We describe an algorithm only for the rules not-firsti.e. (13),
(15) and (17), the algorithm for the rules not-last is symmet-
rical.

Hereafter we assume that the activities are ordered in-
creasingly by the values d;, i.e. i < j & d; < d;. Let
us choose three arbitrary activities 4, j, k such that:

J<k (19)
ri+ Pt sgn STkt DPR TS (20)



i.e., ifi £ {j,k} then j proposes an earlier start time for i.
Let Q(fjk) and Q(ijk) denote the sets:

Q(fjk)={m, meT &m<k&
T+ Dfy + 8ff =75+ D + 85,5}
Q(ijk) =Q(fijk) \ {i}

The set Q(ijk) contains all the activities that do not finish
after the activity £ (m < k, i.e., d,, < di) and that do
not propose an earlier start time for activities of the family f
than the activity j. When j and & do not satisfy the condition
(19) or (20) then let Q(fjk) = 0 and dg(sjx) = co.

We can now show that the sets (k) play the same role
for the not-first rule like the tasks intervals play for the edge-
finding rule. It means that we can use only the sets Q(ijk)
in the rules (13), (15) and (17) instead of arbitrary sets €.
The following theorem justifies this claim.

Theorem 2 If the rules (13 or 17) and (15) for the activity
i and the set €2 change the value r; to r; + p; + sy, 5, then
thereexistsan activity & € T suchthat k # ¢, k > j andthe
same rules for the activity i and the set Q(i;%) also change
thevaluer; tor; +p; + sy, ..

Proof: Let k = max{m, m € Q}. Itis obviousthat j < k
because j € Q. The choice of k implies Q@ C Q(ijk) and
do = dqi;r). Because (13 or 17) holds for €2 the same
rule holds even for 2(ijk) and so the rule (15) deduces r; >
i+t Sg i 0

We will not use the sets Q(ijk) directly in the filtering al-
gorithm but via the following theorem. First, let us establish
a new notation:

Y.k (f) =min{dopjiy — s(f, Fary) — w(Qf41)),
le{kk+1,... 0}

Briefly speaking, ~v; x(f) is a minimal value of do(fjk) —
p(f, Q(fjk)) which can be used in the condition of the rule
(13) for activities of the family f. Similarly, 6, (f) can be
used to check the conditionin (17). Note also that for a given
activity j and a family f we can compute the values v, »(f)
and ¢, ,(f) in the time O(n).

Theorem 3 If arbitrary activities 4, j satisfy at least one of
the two conditions:

Lri+p < ri +p;+ Sfifi and 6j,n(fi) < 7.
2. Ty + Di > T —+ pj + Sfifi and (éjyi,l(fi) <T; or
Vi (fi) <ri)-
then the rules (13) and (15) allow usto change the value r;
using r; > ri +p;+ S fir
If i and j do not satisfy neither 1. nor 2. then the change
ri > 1 +pj+ sy, can'tbeachieved using the weaker rule
@an.

Proof: We distinguish between two cases:

1. r;+p; < rj+pj+sy,z,. Then foran arbitrary activity
kwe geti ¢ Q(f;jk)andso Q(ijk) = Q(fijk). Accord-
ing to the theorem 2 the rule (17) allows us to change r;

using r; > r; + pj + sy, 5, if and only if there exists such
an activity [ that:

da(y 1y — t(f, Q(figl)) <mi
And this activity exists iff:
mln{dg(ﬁ]l) - t(f, Q(fzjl)), l e T} <7
Which holds iff ;... (fi) < ;.

2. r; + p; > rj + pj + sg, 5. We distinguish between

other two cases:

o i & Q(f;jl) thatisequivalenttos > . Then Q(ijl) =
Q(f:51) and according to the theorem 2 rule (17) can
deduce r; > 7; + p; + sy, s, if and only if there exists
such an activity [ that:

dairy — t(fi, Qigl)) < ri
Such [ exists iff:

min{dg(fijl) —t(f, Q(fzjl)), le {17 R 1}} <7
That is exactly:

8j.i—1(fi) <mi

e i € Q(fijl)sol > i (infact! > i but according to
theorem 2 [ # 4 and thus [ > 4). This time we use the
stronger rule (13). According theorem 2 the rule (13)
can deduce the change of r; iff there exists such activity
[ that:

daijry — p(i, Qigl) U {i}) <

Because i € Q(f;j1) thus Q(ijl) = Q(f;51). And so
such activity [ exists if and only if:

min{dg(f”—l) — p(1, Q(fljl)), le {i, e n}} <T
And this holds iff v; ; (f;) < r;. O

The above theorem provides instructions how to realize
the not-first rule. First, we compute the values v, »(f) and
d;.x(f) and then we use the conditions from the Theorem 2
to find out when the earliest start time of some activity 4 can
be moved forward. The time complexity of such algorithm
is O(kn?).

for f € F' do begin
for j € T do begin
compute ;.1 (f),7,2(f): - - - Vin(f);
compute 6;.1(f), 55.2(f), - 0in(f);
forieT,fi=Ff do
if r; +p; <rj+p;+ssy then begin
if 5j,n(fi) <7r; then
rii=max(ry, v +pj+sgf)
end else begin
if 5j,i—1(fi) <r; or 'Yj,i(fi) <r; then
rii=max(ry, v +pj+sgf)
end;
end,
end,



Experimental Results

As far as we know there is no standard set of benchmark
tests for the problem of batch processing with sequence de-
pendent setup times. Therefore we designed own benchmark
set to test and compare our filtering techniques. The test data
has been generated in the following way: a feasible schedule
for a given number of activities has been generated and then
the time windows for the activities has been randomly ex-
tended. In particular, if the processing of the activity ¢ starts
at time ¢; in the schedule then we set values r; and d; in the
following way:

r; = t; — rand(m)
d; = t; + rand(m) + p;

The function rand(m) generates random integer numbers in
the range 0...(m — 1). We use only small m to keep the
problem tighten. Generated problems can be found at (Vilim
& Barték 2002a).

The individual filtering techniques have been combined
into a single filtering algorithm. In this algorithm, the
strongest technique — edge-finding is used in the inner loop
to call them more frequently while not-first/not-last is in
the outer loop to be called less frequently. The idea is
to call these filtering techniques until any domain changes:

repeat
repeat
repeat
consistency check
edge-finding
until no more changes found
not-before/not-after
until no more changes found
not-first/not-last
until no more changes found

The above structure of the filtering algorithm has been de-
duced primarily from the experimental results. We discuss
this structure in more details in Conclusions. The tables 1
and 2 show the computational results measured on Intel Pen-
tium Celeron 375MHz.

Conclusions

Filtering techniques play a significant role in pruning the
search space. In scheduling, some problems were not
schedulable (in a reasonable time) without using a filtering
technique like edge-finding or not-first/not-last. In this paper
we propose an extension of these algorithms to batch pro-
cessing with sequence dependent setup times. We also add a
new technique not-before/not-after that further improves the
filtering.

The above techniques filter different inconsistencies so
it is natural to combine them into a single filtering algo-
rithm. In this algorithm, these techniques are repeatedly ap-
plied until any domain changes. The experimental results
showed that edge-finding and not-first/not-last techniques
deduce the largest number of changes among the presented
filtering techniques and thus in our joined algorithm these
techniques are repeated more frequently then the technique

not-before/not-after. Such structure of the global filtering al-
gorithm does not change the filtering power, i.e. the same in-
consistencies are removed independently on the ordering of
calls to a particular technique. However, this structure im-
proves significantly the runtime because the idle calls that
deduce no change are suppressed.

The experimental results approved the significance of
edge-finding technique. If the not-before/not-after tech-
niques do not reduce the search space (table 2) then us-
ing them slows down the search for 20% on average due
to overhead. However when not-before/not-after proposes
some domain reduction then the search time can be signif-
icantly shorter. We expect that in real-life problems with
more constraints, not-before/not-after rules pay off and re-
ductions proposed by them make the search even faster.

Together with the filtering techniques described in this
paper, we have developed one more filtering algorithm
for batch processing with sequence dependent setup times
called sequence composition. However, the experimental re-
sults show that the contribution of this algorithm to filtering
is not as significant as in the case of above algorithms. Due
to space restrictions we omit the description of this filtering
technique here, it can be found in (Vilim & Bartdk 2002b).
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without not-before/not-after
problem | n [ k [ solutions | backtracks | time [ backtracks | time
a 30 | 3 88 12 2.22s 13 1.94s
b 25| 5| 56251 5061 25m 30s | 104880 44m 38s
e 20 | 2 28 0 0.20s 16 0.25s
g 30 |3 1690 77 37.08s 92 32.71s
h 75 |5 12 2 2.90s 8 3.26s
i 50 | 5 48 44 7.59s 220 18.17s
] 50 | 5 10 4 1.34s 21 1.84s
k 50 | 7 9 0 1.33s 24 2.93s
[ 50 | 5 4 0 0.51s 3 0.51s
n 30 |5 39 13 1.78s 37 1.87s
p 30 |3 270 24 6.05s 222 7.32s
r 50 | 7 324 0 44.94s 804 1m 28s
z 50 | 4 24 7 2.14s 9 1.92s

Table 1: Cases when not-before/not-after reduces number of backtracks.

without not-before/not-after
problem [ n | k | solutions | backtracks | time | backtracks | time
C 25 | 5 72 0 1.78s 0 1.45s
d 40 | 6 12 1 1.02s 1 0.81s
f 50 | 6 6 2 0.70s 2 0.59s
m 50 | 3 3 3 0.35s 3 0.29s
0 5 |5 32 8 3.60s 8 2.65s
q 5 |7 228 0 28.03s 0 24.08s
s 100 | 7 50 0 26.48s 0 22.20s
t 200 | 7 8 0 18.00s 0 14.965s
v 100 | 7 240 0 2m 6s 0 1m 46s
w 50 | 2 24 4 1.36s 4 1.14s
X 50 | 2 1368 384 1m 8s 384 58.25s
Table 2: Cases when not-before/not-after does not help.
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